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• Adoption rate is unprecedented 
for new technology 

• Organizations and individuals 
in early stages of use

• Enterprises “invest first,” sort 
out ”governance” later

• Historically, rapid adoption 
rates have outpaced 
regulatory and statutory 
frameworks; but they catch-
up eventually







https://journal.everypixel.com/ai-image-statistics 

https://journal.everypixel.com/ai-image-statistics


• Top 2 ranking terms are negative

• Next 2 ranking terms are positive

• Last 2 ranking terms diametrically 
opposed

• Indication that sentiment is 
dynamic and uncertain

• Concern over AI will drive 
legislatures and regulators



Outlined risks do not 
appear to be slowing AI 

hype, but can already see 
influence with regulators 

and increasingly 
enterprises



Data used to train will 
increasingly be created by 
the robots, to train other 

robots

Represents explosive 
growth in new sets of data, 

much subject to 
governance requirements

Gartner predicts that in the next three and a half years, generative AI will account for 10% of all 
data produce compared to less than 1% at present (end of 2022) 





“Although many of these tools offer the promise of advance, their 
use also has the potential to perpetuate unlawful bias, unlawful 

discrimination, and produce other harmful outcomes”

-CFPB, DOJ, FTC, EEOC

https://files.consumerfinance.gov/f/documents/cfpb_joint-statement-enforcement-against-discrimination-bias-automated-systems_2023-04.pdf

https://files.consumerfinance.gov/f/documents/cfpb_joint-statement-enforcement-against-discrimination-bias-automated-systems_2023-04.pdf


Letter specifically identifies sources of potential problems, which 
include:

•Data and Datasets

•Model Opacity and Access

•System Design and Use

AI, analytics, and automation solutions are a construct of all three; 
and issues with any of these can have a harmful outcome

AKA Potential Records
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https://arxiv.org/abs/2401.01301

AI can fabricate information while making it seem authentic; and can do 
so on a frequent basis

Concern about accuracy, bias, and harmful outcomes central to 
regulatory and legislative activity
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https://www.complianceweek.com/regulatory-enforcement/edpb-task-force-latest-scrutinizing-chatgpt-ai-
accountability/32954.article#toggle
https://www.complianceweek.com/data-privacy/chatgpt-back-in-italy-after-user-privacy-updates/33019.article

https://www.complianceweek.com/regulatory-enforcement/edpb-task-force-latest-scrutinizing-chatgpt-ai-accountability/32954.article
https://www.complianceweek.com/regulatory-enforcement/edpb-task-force-latest-scrutinizing-chatgpt-ai-accountability/32954.article
https://www.complianceweek.com/data-privacy/chatgpt-back-in-italy-after-user-privacy-updates/33019.article
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• https://www.industry.gov.au/publications/australias-artificial-intelligence-ethics-

framework
• https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-

order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-
intelligence/
https://www.gov.uk/government/publications/ai-regulation-a-pro-innovation-approach/white-paper

https://www.industry.gov.au/publications/australias-artificial-intelligence-ethics-framework
https://www.industry.gov.au/publications/australias-artificial-intelligence-ethics-framework
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.gov.uk/government/publications/ai-regulation-a-pro-innovation-approach/white-paper


Australia United States

• Achieve safe, more reliable and fairer outcomes 
for all Australians

• Reduce the risk of negative impact on those 
affected by AI applications

• Help businesses and governments to practice 
the highest ethical standards when designing, 
developing, and implementing AI

• AI must be safe and secure
• Requires addressing AI systems pressing 

security risks with respect to biotechnology, 
cybersecurity, critical infrastructure, and other 
national security dangers-

• While navigating AI’s opacity and complexity
• Will not tolerate the use of AI to disadvantage 

those who are already too often denied equal 
opportunity and justice

https://www.industry.gov.au/publications/australias-artificial-intelligence-ethics-framework

https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-
development-and-use-of-artificial-intelligence/

https://www.industry.gov.au/publications/australias-artificial-intelligence-ethics-framework
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
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Act applies to developers/deployers located in the EU, and third-party countries 
where the AI system’s output is used in the EU 

https://artificialintelligenceact.eu/annex/3/



Scope/Requirement Description

Impact Assessments • Organizations must conduct an impact assessment for systems 
exempt from Annex III (defining a high-risk system)

• Impact assessments subject to retention obligations and 
disclosure to authorities

Record Keeping • Design their high-risk AI system for record-keeping to enable it to 
automatically record events relevant for identifying national level 
risks and substantial modifications throughout the system’s lifecycl 

Data Governance • Conduct data governance, ensuring that training, validation and 
testing datasets are relevant, sufficiently representative and, to the 
best extent possible, free of errors and complete according to the 
intended purpose 

Accuracy, Robustness and 
Security

• High-risk AI systems shall be designed and developed in such a 
way that they achieve an appropriate level of accuracy, 
robustness, and cybersecurity, and perform consistently in those 
respects throughout their lifecycle 





Automated Employment Decision Tool 
Legislation
•Illinois
•California
•New York
•Et al.

Algorithmic Bias Legislation:
•Florida
•California
•New York 
•Massachusetts
•Illinois
•Virginia
•New Jersey
https://www.huschblackwell.com/2024-ai-state-law-tracker



• "Equal opportunity" means equal access to education, housing, credit, employment, and other 
programs

• "Access to critical resources or services" including but not limited to:
• Healthcare
• Financial Services
• Safety
• Social Services
• Government benefits



Additional Requirements

• Automated systems shall undergo pre-deployment and ongoing disparity testing and mitigation, 
under clear organizational oversight.

• Independent evaluations and plain language reporting in the form of an algorithmic impact 
assessment, including disparity testing results and mitigation information, shall be conducted for all 
automated systems

California, Illinois, and other U.S. states proposed legislation incorporates similar requirements; 
and often much of the same language



U.S Regulators are taking the position they have sufficient authority under 
existing laws and regulations to broadly govern AI

The EU AI Act is expansive and will impact European and multi-national 
organizations

U.S. State statutes share characteristics of EU AI Act, and likely to make it into law 
before any federal U.S. law.  See also GDPR/CPRA 2.0





https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf



https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.1270.pdf



Category Description

Govern Policies, processes, procedures and practices across 
the organization related to the mapping, measuring 
and managing of AI risks are in place, transparent, 
and implemented effectively.

Manage AI risks based on assessments and other analytical 
output from the Map and Measure functions are 
prioritized, responded to, and managed.

Map Context is established and understood. Intended 
purpose, potentially beneficial uses, context-specific 
laws, norms and expectations, and prospective 
settings in which the AI system will be deployed are 
understood and documented

Measure Appropriate methods and metrics are identified and 
applied Approaches and metrics for measurement of 
AI risks enumerated during the Map function are 
selected for implementation starting with the most 
significant AI risks.

https://airc.nist.gov/AI_RMF_Knowledge_Base/Playbook
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https://www.natlawreview.com/article/us-securities-exchange-commission-targets-ai-multiple-fronts-ai-sweep-examination



Requested Information from Securities and Exchange Commission: Investment Advisor “Street Sweep”
A description of the AI models and techniques used by the 
advisers

Contingency plans in case of AI system failures or 
inaccuracies

A list of algorithmic trading signals and associated models Client profile documents used by the AI system to 
understand a client's risk tolerance and investment objectives

The sources and providers of their data AI-related security measures

Internal reports of any incidents where AI use raised 
regulatory, ethical, or legal issues

A list and description of all data acquisition errors and/or 
adjustments to algorithmic modifications due to data acquisition 
errors

Copies of any AI compliance written supervisory policies 
and procedures

Samples of any reports detailing the validation process 
and performance of robo-advisory algorithms

A list of those who develop, implement, operate, manage, 
or supervise AI software systems

A list of all board, management, or staff committees with specific 
AI-related responsibilities, the frequency of any meetings, a list of 
the members of each committee, and whether minutes are kept

All disclosure and marketing documents to clients where 
the use of AI by the adviser is stated or referred to specifically 
in the disclosure, including audio and video marketing in 
which the adviser's use of AI is mentioned

A list of all media used to advertise, market or promote products 
and services, including social media, chat forums, websites, due 
diligence questionnaire responses, PPMs, pitch books, 
presentations, newsletters, annual reports, and podcasts and/or 
other video or audio marketing, and two recent examples of each 
kind of ad



Article 65
Article 61

Article 29

Annex III

Article 
14

https://artificialintelligenceact.eu/article/65/
https://artificialintelligenceact.eu/article/61/
https://artificialintelligenceact.eu/article/29/
https://artificialintelligenceact.eu/annex/3/
https://artificialintelligenceact.eu/article/14/
https://artificialintelligenceact.eu/article/14/


High-risk AI systems which make use of techniques involving the training of models with data shall be 
developed on the basis of training, validation and testing data sets that meet the quality criteria referred to in 
paragraphs 2 to 5 whenever such datasets are used.

2. Training, validation and testing data sets shall be subject to appropriate data governance and management 
practices appropriate for the intended purpose of the AI system. Those practices shall concern in particular:
(a) the relevant design choices;
(aa) data collection processes and origin of data, and in the case of personal data, the original purpose of 
data collection;
(b) [deleted];
(c) relevant data preparation processing operations, such as annotation, labelling, cleaning, updating, 
enrichment and aggregation;
(d) the formulation of assumptions, notably with respect to the information that the data are supposed to 
measure and represent;(e) an assessment oof the availability, quantity and suitability of the data sets that are 
needed;




